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#### Abstract

We analyse the stochasticity in mortality data from the USA, the UK and Sweden, and in particular to which extent mortality rates are explained by systematic variation, due to various risk factors, and random noise. We formalise this in terms of a mixed regression model with a logistic link function, and decompose the variance of the observations into three parts: binomial risk, the variance due to random mortality variation in a finite population, systematic risk explained by the covariates and unexplained systematic risk, variance that comes from real changes in mortality rates, not captured by the covariates. The fraction of unexplained variance caused by binomial risk provides a limit in terms of the resolution that can be achieved by a model. This can be used as a model selection tool for selecting the number of covariates and regression parameters of the deterministic part of the regression function, and for testing whether unexplained systematic variation should be explicitly modelled or not. We use a two-factor model with age and calendar year as covariates, and perform the variance decomposition for a simple model with a linear time trend on the logit scale. The population size turns out to be crucial, and for Swedish data, the simple model works surprisingly well, leaving only a small fraction of unexplained systematic risk, whereas for the UK and the USA, the amount of unexplained systematic risk is larger, so that more elaborate models might work better.


### 13.1 Introduction

Decreasing mortality rates is not a new phenomenon. This trend has been evident for over a century in countries like Sweden, the United Kingdom and the United States. "Longevity" is an often used term for this trend, especially when the trend is

[^0]viewed as an economic risk for society, pension funds and insurers. Actuaries and demographers have a long tradition of making life tables and models for mortality. Thirty years ago Osmond [31] introduced the Age-Period-Cohort model within the medical statistics literature, but the interest in stochastic modelling of mortality first took off with the paper by Lee and Carter [27] in which a principal components approach of Bozik and Bell [6] and Bell and Monsell [4] was modified. Since then a variety of models have been proposed, see [2,5,11, 12, 14] for recent overviews with further references. They differ in the way in which the covariates; age $x$, calendar year $t$ and cohort $t-x$, are included, and whether the one year death risk, $q_{t x}$, or the closely related expected number of deaths per individual and unit of time, the death intensity $\mu_{t x} \approx-\log \left(1-q_{t x}\right)$, is modelled.

The richness of proposed models shows that the problem is non-trivial, with a high dimensional data set. There are more than a hundred observed age specific mortalities, often for males and females, collected for over thirty, fifty and even a hundred calendar years. Still there are substantial correlations in data, since mortality in general increases with age. The improvements of mortalities seem, however, to be non-stationary, in that the rates vary over ages and time. On top of this we have random noise, caused by individual variation in a finite population.

When evaluating models, some seem to be too simple. This may either be assessed in an explorative data analysis which may reveal marked patterns in residual plots that signify features of historical data not explained by the model, or formally by some model selection criterion such as BIC [12]. Other models seem to be too complex. Even though they fit historical data well, they might be sensitive to varying indata and have less robust forecasts, see [12, 14]. Bell [3] showed that a simple model, where the logged death rates constitute a random walk with drift, separately for each age, can sometimes outperform more complex models in terms of forecasting. Bell's work has received relatively little attention in the literature, and it seems there is still work to be done in terms of selecting models for mortality and forecasting.

In the Lee-Carter model and many of its successors, it is often taken for granted that either the observed death rates $\hat{\mu}_{x t}$ or mortality rates $\hat{q}_{x t}$ are stochastic processes. It is, however, seldom explicitly pointed out that what we observe is a finite population and that the randomness is partially caused by this. Brouhns et al. [10] used Poisson regression, where instead, the actual death rates are non-random, whereas the randomness from the finite population manifests itself in terms of a Poisson distributed number of deaths (see also [1, 35]). This source of variation has been referred to as Poisson risk [15], and analogously, we speak of binomial risk if the number of deaths is assumed be binomially distributed. Both Poisson and binomial risks are examples of diversifiable risks.

In this paper we will take a closer look at the randomness of observed mortality rates $\hat{q}_{x t}$. The aim is to get a better understanding of the underlying processes and to get new means for model selection and/or model validation. This close look will start with an explorative data analysis, where some stochastic behaviour of data in a finite population is expected regardless of the stochastic nature of the underlying mortality rates $q_{x t}$.

As a next more formal step we divide variation in observed mortalities into three components by means of a certain variance decomposition for mixed regression models [24] that has previously been applied to non-life insurance data [25]. The first two components is systematic risk (variation in true mortalities) that is either explained or unexplained by the covariates age and year, and the third component, binomial risk, is due to the finiteness of the population. The novel feature, in the life insurance context, is that unexplained variation can be divided into binomial risk and unexplained systematic risk. We develop a test where the size of these two risk components are compared, and show that the unexplained systematic risk can/should be excluded from the model for a small population, or at low ages. In that case a simple logistic regression analysis can be employed. This test can also be interpreted as a test of over-dispersion of the annual death counts compared to what would be expected for a binomial distribution with non-random mortality rates.

In our analysis, we will use data sets for Swedish, UK, and United States populations. Rather than finding a multi-population model that fits all three data sets [13, 29], we build a single model separately for each country. There is a danger of using a single data set, since it may contain something specific that one takes to be general. However, the three chosen countries have a broad range of population sizes and are popular in the literature for their economic importance and size (UK and USA) or admittedly good data quality (Sweden), and therefore constitute a fairly broad range of Western populations. We use the latest available data at the time of download, ranging from 1979 to 2011 (Sweden), 2009 (UK) and 2007 (USA) respectively, with males and females handled separately. The data comes from the Human Mortality database, see mortality.org for further documentation.

### 13.1.1 Preliminaries

We study a population of ages $x=x_{l}, \ldots, x_{u}$ spanning between lower and upper limits $x_{l}$ and $x_{u}$, during calendar years $t=t_{1}, \ldots, t_{T}$, where $t_{T}$ is the latest year of observations and $T$ is the length of the time window. Assuming that $N_{x t}$ is the number of individuals of age $x$ alive at the beginning of calendar year $t$ (or more generally the exposure-to-risk $E_{x t}$, rounded to the nearest integer), the number of deaths

$$
D_{x t} \mid q_{x t} \sim \operatorname{Bin}\left(N_{x t}, q_{x t}\right)
$$

among them within one year is assumed to have a binomial distribution, with a death probability or mortality rate $q_{x t}$ that can be estimated as

$$
\begin{equation*}
\hat{q}_{x t}=\frac{D_{x t}}{N_{x t}} \tag{13.1}
\end{equation*}
$$

As mentioned in the introduction, a Poisson approximation

$$
D_{x t} \mid \mu_{x t} \sim \operatorname{Po}\left(E_{x t} \mu_{x t}\right)
$$

to death counts is often employed, see for instance [9, 10]. This is a useful approximation for most ages, but for higher ages, over 80, the Poisson distribution increasingly overestimates the variance, making it less suitable for our purposes.

We will work with logit transformed (LM) mortality data

$$
\begin{equation*}
Y_{x t}^{\mathrm{LM}}=\operatorname{logit} \hat{q}_{x t}=\log \frac{\hat{q}_{x t}}{1-\hat{q}_{x t}}, \tag{13.2}
\end{equation*}
$$

and in order to remove linear age trends, we also study the logit transformed increments (LMI)

$$
\begin{equation*}
Y_{x t}^{\mathrm{LMI}}=\Delta \operatorname{logit} \hat{q}_{x t}=\operatorname{logit} \hat{q}_{x t}-\operatorname{logit} \hat{q}_{x, t-1} \tag{13.3}
\end{equation*}
$$

in time, regarding data as a time series for every fixed age $x$.

### 13.2 Explorative Data Analysis

We wish to get a better understanding of the probabilistic properties of mortality data. We perform an explorative data analysis in order to achieve this. We know that there are year to year variations in mortalities. First we ask if the logit transformed increments (13.3) are normally distributed. We inspect quantile-quantile plots, some of which are shown in Fig. 13.1, and find the normal distribution to be a reasonable assumption.

We then proceed to investigate the correlation structure of the LMI data. In order to get a picture of how the correlation between nearby ages varies with age, we study in Fig. 13.2, for each age $x$, the average

$$
\begin{equation*}
\frac{1}{4} \sum_{\substack{|h| \leq 2 \\ h \neq 0}} \widehat{\operatorname{Corr}}\left(Y_{x .}^{\mathrm{LMI}}, Y_{x+h, .}^{\mathrm{LMI}}\right) \tag{13.4}
\end{equation*}
$$

of the estimated correlation function for the four nearest ages. For Sweden and the UK, the correlation is around zero for low ages, but it starts to rise at the age of 60, so that a marked correlation of 0.5 can be seen at the age of 90 . The pattern for US males is quite different, here we have a pronounced correlation of 0.7 in ages 20-40, then it dips towards zero at age 60 and finally it rises again to 0.7 at age 90 . For US females, the correlation is not so high in ages 20-40 as for the males, but for ages 60 and higher, they are very close.


Fig. 13.1 Estimated logit mortality rates (13.2) and QQ-plots of increments (13.3) of estimated logit mortality rates for the Swedish data set, males of ages 50 and 70

We then look at the estimated lag 1 autocorrelation function

$$
\widehat{\operatorname{ACF}}_{x}(1)=\widehat{\operatorname{Corr}}\left(Y_{x}^{\mathrm{LMI}}, Y_{x,+1}^{\mathrm{LMI}}\right)
$$

of the LMI data, and in Table 13.1 we have averaged these over all age classes for the Swedish, UK and US datasets. At this stage we define an MA(1)-process (without drift)

$$
\begin{equation*}
Y_{t}=\beta+w_{t}+\theta w_{t-1} \tag{13.5}
\end{equation*}
$$

with $w_{t} \sim N\left(0, \sigma^{2}\right)$ independent. Recall that it has an $\operatorname{ACF}(1)$ equal to $\theta /\left(1+\theta^{2}\right)$, see for instance [8], hence

$$
\operatorname{ACF}(1)=-0.5 \Rightarrow \theta=-1
$$

When $\theta=-1$ we can rewrite (13.5) as

$$
Y_{t}=\left(w_{t}+\alpha+\beta(t-\bar{t})-\left(w_{t-1}+\alpha+\beta(t-1-\bar{t})\right)\right.
$$



Fig. 13.2 Correlation of estimated increments (13.3) of logit mortality rates between each age group $x$ and its four nearest age groups for the Swedish, UK and US datasets of males and females
and interpret it as LMI transformed data (13.3), in which $\alpha+\beta(t-\bar{t})$ and $w_{t}$ represent a linear trend and independent noise of the estimated logit mortalities (13.2), with $\bar{t}=\left(t_{1}+t_{T}\right) / 2$ the midpoint of the observational interval of calendar years. An $\mathrm{ACF}(1)$ close to -0.5 thus indicates a high degree of independence of the logit mortalities between years, when a linear trend has been removed. The findings for Sweden and the UK, with low correlations between nearby ages and an ACF(1) close to -0.5 , see Table 13.1, suggest a large amount of independence between years and over ages. We will find in Sect. 13.3 that this is caused by a binomial risk that is large in comparison to the unexplained systematic risk. The autocorrelations for US data suggests a structure with more dependencies, corresponding to a lower fraction of binomial risk.

Table 13.1 Autocorrelations $\widehat{\mathrm{ACF}}(1)=$ average $\widehat{\mathrm{ACF}}_{x}(1)$ of lag 1, for increments of logit transformed data, averaged over all age classes, for the Swedish, UK and US datasets

| Category | $\widehat{\operatorname{ACF}}(1)$ |  |  |
| :--- | :--- | :--- | :--- |
| SWE males | -0.45 | SWE females | -0.46 |
| UK males | -0.42 | UK females | -0.44 |
| US males | -0.15 | US females | -0.29 |

### 13.3 Mixed Regression Model for Transformed Data

We will formalise the procedure of the previous section, and notice that (13.2) and (13.3) are both transformations

$$
\begin{equation*}
Y_{x t}=f_{x t}(\hat{\mathbf{q}}), \quad(x, t) \in \Omega \tag{13.6}
\end{equation*}
$$

of the estimated mortalities $\hat{\mathbf{q}}=\left\{\hat{q}_{x t} ;(x, t) \in \Omega\right\}$, computed for a collection

$$
\Omega \subset\left\{(x, t) ; x_{l} \leq x \leq x_{u}, t_{1} \leq t \leq t_{T}\right\}
$$

of ages and calendar years. The analogous transformations of the true but unknown mortalities $\mathbf{q}=\left\{q_{x t} ;(x, t) \in \Omega\right\}$ are denoted as

$$
Y_{x t}^{\infty}=f_{x t}(\mathbf{q}), \quad(x, t) \in \Omega,
$$

where the superscript $\infty$ signifies a hypothetical population of infinite size with no binomial risk.

Imagine that we have a regression model with response variables $\left\{Y_{x t} ;(x, t) \in\right.$ $\Omega\}$, covariates $(x, t)$ and parameters $\theta$. In order to assess how much of the variation in $Y_{x t}$ is a function of changes in the underlying $\mathbf{q}$, not explained by our model (systematic variation), and how much is due to random noise (binomial risk), we write

$$
\begin{align*}
Y_{x t} & =m_{x t}+\varepsilon_{x t} \\
& =m_{x t}+\varepsilon_{x t}^{s}+\varepsilon_{x t}^{b}, \tag{13.7}
\end{align*}
$$

as a sum of one part

$$
\begin{equation*}
m_{x t}=m_{x t}(\theta)=E_{\theta}\left(Y_{x t}^{\infty}\right) \tag{13.8}
\end{equation*}
$$

explained by the regression model, and another part $\varepsilon_{x t}$ not explained by the regression model. The explained part depends on a number of regression parameters $\theta=\left(\theta_{1}, \ldots, \theta_{p}\right)^{T}$, the unexplained part can further be decomposed into a sum of $\varepsilon_{x t}^{s}=Y_{x t}^{\infty}-m_{x t}$, the unexplained systematic variation, which by definition satisfies $E\left(\varepsilon_{x t}^{s}\right)=0$, and $\varepsilon_{x t}^{b}=Y_{x t}-Y_{x t}^{\infty}$, the unexplained random noise, i.e. binomial risk. We assume that

$$
\begin{equation*}
E\left(\varepsilon_{x t}^{b}\right)=0 \tag{13.9}
\end{equation*}
$$

which is accurate to order $N_{x t}^{-1}$ for smooth transformations $f_{x t}$.
Based on (13.7), we decompose the variance

$$
\begin{align*}
v_{x t} & =\operatorname{Var}\left(Y_{x t}\right) \\
& =\operatorname{Var}\left(\varepsilon_{x t}^{s}\right)+\operatorname{Var}\left(\varepsilon_{x t}^{b}\right)  \tag{13.10}\\
& =: v_{x t}^{s}+v_{x t}^{b}
\end{align*}
$$

of $Y_{x t}$ into two parts, of which $v^{s}$ represents unexplained systematic variation and $v^{b}$ binomial risk.

In particular we will study linear mixed regression models

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \theta+\varepsilon \tag{13.11}
\end{equation*}
$$

where $\mathbf{Y}=\left(Y_{x t} ;(x, t) \in \Omega\right)^{T}$ and $\varepsilon=\left(\varepsilon_{x t} ;(x, t) \in \Omega\right)^{T}$ are $n \times 1$ column vectors, $\mathbf{X}$ is an $n \times p$ design matrix and $n$ is the number of elements in $\Omega$. The least squares estimator

$$
\begin{equation*}
\hat{\theta}=\left(\mathbf{X X}^{T}\right)^{-1} \mathbf{X}^{T} \mathbf{Y} \tag{13.12}
\end{equation*}
$$

will be used in a model selection step below for computing estimates $\hat{m}_{x t}=m_{x t}(\hat{\theta})$ of the regression function.

### 13.4 Basic Model

We assume a simple two-factor model

$$
\begin{equation*}
\operatorname{logit} q_{x t}=\alpha_{x}+\beta_{x}(t-\bar{t})+\delta_{x t} \tag{13.13}
\end{equation*}
$$

for the logit transformed mortalities, with age and calendar years as covariates, whereas cohort effects $t-x$ are not included. The deterministic period effect $(t-\bar{t})$ is linear, with $\bar{t}=\left(t_{1}+t_{T}\right) / 2$ the mid-point of the chosen time interval. This often provides a good approximation, see for instance Sect. 9 of [17]. The intercepts $\alpha_{x}$ and slopes $\beta_{x}$ represent deterministic age effects, for which we assume a parametrisation

$$
\begin{aligned}
& \alpha_{x}=\sum_{j=0}^{p_{1}} a_{j} \phi_{j}(x), \\
& \beta_{x}=\sum_{j=0}^{p_{2}} b_{j} \phi_{j}(x)
\end{aligned}
$$

in terms of basis functions $\phi_{j}$ that are either polynomials,

$$
\begin{equation*}
\phi_{j}(x)=x^{j} \tag{13.14}
\end{equation*}
$$

or single age class indicators

$$
\begin{equation*}
\phi_{j}(x)=1_{\left\{x=x_{j+l}\right\}}, \tag{13.15}
\end{equation*}
$$

so that each age class is assigned a separate intercept and slope parameter, corresponding to $p_{1}=p_{2}=x_{u}-x_{l}, a_{j}=\alpha_{x_{l}+j}$ and $b_{j}=\beta_{x_{l}+j}$.

While (13.14) has the advantage of smoothing the logit transformed mortalities age-wise, (13.15) is better at capturing age specific effects. It is also possible to choose the basis functions as B-splines [19, 26].

The $\delta_{x t}$ terms are random variables with $E\left(\delta_{x t}\right)=0$. If these are all independent, we get a generalised (or hierarchical) linear mixed model, for which various approximate estimation algorithms are available, see for instance [7, 28].

In the following two subsections, we analyse two transformations (13.2) and (13.3) of raw data in more detail for the model in (13.13).

### 13.4.1 Logit Mortality

Assume that $Y_{x t}=Y_{x t}^{\mathrm{LM}}$ in (13.2) is defined for all $(x, t)$ in $\Omega=\left\{(x, t) ; x_{l} \leq x \leq\right.$ $\left.x_{u}, t_{1} \leq t \leq t_{T}\right\}$. The three terms in (13.7), and the parameter vector, then have the form

$$
\begin{align*}
m_{x t} & =\sum_{j=0}^{p_{1}} a_{j} \phi_{j}(x)+(t-\bar{t}) \sum_{j=0}^{p_{2}} b_{j} \phi_{j}(x) \\
\varepsilon_{x t}^{s} & =\delta_{x t}  \tag{13.16}\\
\varepsilon_{x t}^{b} & =\operatorname{logit} \hat{q}_{x t}-\operatorname{logit} q_{x t} \\
p & =p_{1}+p_{2}+2 \\
\theta & =\left(a_{0}, \ldots, a_{p_{1}}, b_{0}, \ldots, b_{p_{2}}\right)^{T}
\end{align*}
$$

In the Lee-Carter model and many of its extensions, age and period parameters enter bi-linearly into the regression function. However, since time enters as a fixed known covariate in terms of a linear time trend in (13.13), Eq. (13.7) can be rewritten as a multiple linear regression model (13.11), where the design matrix $\mathbf{X}$ has rows

$$
\left(\phi_{0}(x), \phi_{1}(x), \ldots, \phi_{p_{1}}(x),(t-\bar{t}) \phi_{0}(x),(t-\bar{t}) \phi_{1}(x), \ldots,(t-\bar{t}) \phi_{p_{2}}(x)\right)
$$

for all $(x, t) \in \Omega$.
It follows from (13.9) that the binomial risk variance function satisfies

$$
\begin{equation*}
v_{x t}^{b}=E\left(\operatorname{Var}\left(\operatorname{logit} \hat{q}_{x t} \mid q_{x, t}\right)\right) \approx E\left(\frac{1}{N_{x t} q_{x t}\left(1-q_{x t}\right)}\right) \tag{13.17}
\end{equation*}
$$

where the variance of a transformed binomial variable is computed by means of a Gauss approximation in the last step. Hence we can estimate $v_{x t}^{b}$ from the data as

$$
\begin{equation*}
\hat{v}_{x t}^{b}=\frac{1}{N_{x t} \bar{q}_{x t}\left(1-\bar{q}_{x t}\right)}, \tag{13.18}
\end{equation*}
$$

where either

$$
\begin{equation*}
\bar{q}_{x t}=\frac{e^{m_{x t}(\hat{\theta})}}{1+e^{m_{x t}(\hat{\theta})}}, \tag{13.19}
\end{equation*}
$$

or more simply $\bar{q}_{x t}=\hat{q}_{x t}$.
A logistic regression model is obtained if the unexplained systematic errors $\delta_{x t}$ in (13.13) equal zero. This is a generalised linear model (GLM) with a logit link. Then the death counts $D_{x t}$ will have an (unconditional) binomial distribution

$$
\begin{equation*}
D_{x t} \sim \operatorname{Bin}\left(N_{x t}, q_{x t}\right)=\operatorname{Bin}\left(N_{x t}, \frac{e^{m_{x t}(\theta)}}{1+e^{m_{x t}(\theta)}}\right) \tag{13.20}
\end{equation*}
$$

with $m_{x t}(\theta)$ as in (13.16). The model parameters $\theta$ can be estimated directly from untransformed raw data $D_{x t}$ by means of maximum likelihood

$$
\begin{equation*}
\tilde{\theta}=\arg \max _{\theta} \prod_{(x, t) \in \Omega} P_{\theta}\left(D_{x t} \mid N_{x t}\right) \tag{13.21}
\end{equation*}
$$

and by plugging these into the regression function, the mortality rate estimates (13.19) can be refined as

$$
\begin{equation*}
\tilde{q}_{x t}=\frac{e^{m_{x t}(\tilde{\theta})}}{1+e^{m_{x t}(\tilde{\theta})}} \tag{13.22}
\end{equation*}
$$

Renshaw and Haberman [32] also use a GLM approach with an over-dispersed Poisson distribution. When their over-dispersion parameter is set to unity, so that the data is Poisson distributed, the resulting model is very similar to (13.20).

### 13.4.2 Logit Mortality Increments

If the time trend in (13.13) is of central interest, we use instead $Y_{x t}=Y_{x t}^{\mathrm{LMI}}$ in (13.3) for all $(x, t)$ in $\Omega=\left\{(x, t) ; x_{l} \leq x \leq x_{u}, t_{2} \leq t \leq t_{T}\right\}$. Then the three terms in (13.7), and the parameter vector, have the form

$$
\begin{align*}
m_{x t} & =\sum_{j=0}^{p_{2}} b_{j} \phi_{j}(x), \\
\varepsilon_{x t}^{s} & =\delta_{x t}-\delta_{x, t-1},  \tag{13.23}\\
\varepsilon_{x t}^{b} & =\left(\operatorname{logit} \hat{q}_{x t}-\operatorname{logit} q_{x t}\right)-\left(\operatorname{logit} \hat{q}_{x, t-1}-\operatorname{logit} q_{x, t-1}\right), \\
p & =p_{2}+1, \\
\theta & =\left(b_{0}, \ldots, b_{p_{2}}\right)^{T} .
\end{align*}
$$

We can write this as a multiple linear regression model (13.11) with a design matrix $\mathbf{X}$ of dimension $n \times p$ whose row corresponding to $(x, t)$ is $\left(\phi_{0}(x), \phi_{1}(x), \ldots, \phi_{p_{2}}(x)\right)$. It follows from (13.9) that the binomial risk variance function satisfies

$$
\begin{align*}
v_{x t}^{b} & =E\left(\operatorname{Var}\left(\operatorname{logit} \hat{q}_{x, t-1} \mid q_{x, t-1}\right)\right)+E\left(\operatorname{Var}\left(\operatorname{logit} \hat{q}_{x t} \mid q_{x t}\right)\right) \\
& \approx E\left(\frac{1}{N_{x, t-1} q_{x, t-1}\left(1-q_{x, t-1}\right)}\right)+E\left(\frac{1}{N_{x t} q_{x t}\left(1-q_{x t}\right)}\right) \tag{13.24}
\end{align*}
$$

which we estimate as

$$
\begin{equation*}
\hat{v}_{x t}^{b}=\frac{1}{N_{x, t-1} \bar{q}_{x, t-1}\left(1-\bar{q}_{x, t-1}\right)}+\frac{1}{N_{x t} \bar{q}_{x t}\left(1-\bar{q}_{x t}\right)} \tag{13.25}
\end{equation*}
$$

with $\bar{q}_{x, t-1}$ and $\bar{q}_{x t}$ as in (13.19), using the LS estimate $\hat{\theta}$ of LM (not LMI) transformed data, or we put $\bar{q}_{x, t-1}=\hat{q}_{x, t-1}$ and $\bar{q}_{x t}=\hat{q}_{x t}$.

The LMI transformation will only be used for goodness of fit testing, not for refining mortality estimates, as in (13.22).

### 13.5 Variance Decomposition and Overdispersion Test

We can use (13.7-13.10) in order to define a variance decomposition of the transformed mortalities $Y_{x t}$ as follows: Let $w_{x t}$ be weights assigned to all elements of $\Omega$ and assume that $\omega$ is randomly chosen from $\Omega$ with probabilities proportional to $w_{x t}$. Then

$$
E\left(Y_{\omega}\right)=m=m(\theta)=\sum_{(x, t) \in \Omega} w_{x t} m_{x t} / \sum_{(x, t) \in \Omega} w_{x t} .
$$

Following [24, 25], we will decompose the variance of $Y_{\omega}$ into three parts;

$$
\begin{aligned}
\operatorname{Var}\left(Y_{\omega}\right) & =\sum_{(x, t) \in \Omega} w_{x t} E\left(\left(Y_{x t}-m\right)^{2}\right) / \sum_{(x, t) \in \Omega} w_{x t} \\
& =\left(\sum_{(x, t) \in \Omega} w_{x t}\left(m_{x t}-m\right)^{2}+\sum_{(x, t) \in \Omega} w_{x t} v_{x t}^{s}+\sum_{(x, t) \in \Omega} w_{x t} v_{x t}^{b}\right) / \sum_{(x, t) \in \Omega} w_{x t} \\
& =\sigma_{\exp }^{2}+\sigma_{s}^{2}+\sigma_{b}^{2}
\end{aligned}
$$

corresponding to explained, systematic unexplained and binomial variance. The weights can be chosen in many different ways, see [24]. One possibility is to use

$$
\begin{equation*}
w_{x t}=\lambda^{t_{T}-t}, \tag{13.26}
\end{equation*}
$$

where $0<\lambda \leq 1$ is a forgetting factor that quantifies to which extent older calendar years should be down-weighted. Whereas $\lambda<1$ may be preferable when the ultimate purpose is prediction of future mortality risks, uniform weights $\lambda=1$, i.e.

$$
\begin{equation*}
w_{x t}=1 \tag{13.27}
\end{equation*}
$$

are more appropriate for parameter estimation of historical data. Yet another possibility is to downweight observations with a high binomial variance. This yields a scheme

$$
\begin{equation*}
w_{x, t}=\left(v_{x t}^{b}\right)^{-1} \tag{13.28}
\end{equation*}
$$

referred to in [24] as inverse non-dispersed variance weighting.
The variance components can be estimated as

$$
\begin{align*}
\hat{\sigma}_{\text {exp }}^{2} & =\sum_{(x, t) \in \Omega} \hat{w}_{x t}\left(\hat{m}_{x t}-\hat{m}\right)^{2} / \sum_{(x, t) \in \Omega} \hat{w}_{x t} \\
\hat{\sigma}_{b}^{2} & =\sum_{(x, t) \in \Omega} \hat{w}_{x t} \hat{v}_{x t}^{b} / \sum_{(x, t) \in \Omega} \hat{w}_{x t}  \tag{13.29}\\
\hat{\sigma}_{\text {unexp }}^{2} & =\sum_{(x, t) \in \Omega} \hat{w}_{x t}\left(Y_{x t}-\hat{m}_{x t}\right)^{2} / \sum_{(x, t) \in \Omega} \hat{w}_{x t},
\end{align*}
$$

where $\hat{\sigma}_{\text {unexp }}^{2}$ is an estimate of the total unexplained variance $\sigma_{\text {unexp }}^{2}=\sigma_{s}^{2}+\sigma_{b}^{2}$, $\hat{v}_{x t}^{b}$ and $\hat{m}_{x t}=m_{x t}(\hat{\theta})$ are estimates of the binomial risk variance and regression function respectively, $\hat{w}_{x t}=w_{x t}$ if deterministic weights (13.26-13.27) are used, $\hat{w}_{x t}=\left(\hat{v}_{x t}^{b}\right)^{-1}$ for inverse variance weights (13.28), and

$$
\hat{m}=\sum_{(x, t) \in \Omega} \hat{w}_{x t} \hat{m}_{x t} / \sum_{(x, t) \in \Omega} \hat{w}_{x t} .
$$

The coefficient of determination

$$
R^{2}=\frac{\hat{\sigma}_{\text {exp }}^{2}}{\hat{\sigma}_{\text {exp }}^{2}+\hat{\sigma}_{\text {unexp }}^{2}}
$$

quantifies how large a fraction of the total variance is explained by the model. However, in this paper we will focus on the fraction

$$
\begin{equation*}
\rho=1-\frac{\sigma_{b}^{2}}{\sigma_{\text {unexp }}^{2}} \tag{13.30}
\end{equation*}
$$

of the unexplained variance that originates from systematic risk. It represents the part of the unexplained variation which potentially could be explained. We can interpret $\rho$ as the correlation coefficient between two random variables $Y_{\omega}$ and $Y_{\omega}^{\prime}$, computed from two hypothetical populations with the same mortalities $\mathbf{q}$, and with estimated mortalities that both satisfy (13.1) but the two populations are conditionally independent, given $\mathbf{q}$. An estimate of $\rho$ is

$$
\hat{\rho}=\left(1-\frac{\hat{\sigma}_{b}^{2}}{\hat{\sigma}_{\text {unexp }}^{2}}\right)_{+}
$$

where a truncation is applied in order to avoid a negative estimate of a non-negative parameter. This may happen, either due to the randomness of the estimated mortalities, or if the model is over-parametrised, then a simpler model should be considered. We will use $\hat{\rho}$ as a model selection tool as follows: Let $0<\rho_{\text {crit }}<1$ be a pre-defined threshold value of the correlation coefficient and $\varepsilon^{s}=\left\{\varepsilon_{x t}^{s} ;(x, t) \in \Omega\right\}$ the unexplained systematic risk. Then, if

$$
\begin{align*}
& \hat{\rho} \leq \rho_{\text {crit }} \Longrightarrow \operatorname{discard} \varepsilon^{s},  \tag{13.31}\\
& \hat{\rho}>\rho_{\text {crit }} \Longrightarrow \text { include } \varepsilon^{s},
\end{align*}
$$

with the rationale of choosing a simpler model when the binomial risk dominates the unexplained systematic risk. The outcome of the test (13.31) can thus serve as a tool for model selection. With $\hat{\rho}$ sufficiently close to 0 , we disregard unexplained systematic variation, so that the mortality rates $q_{x t}$ are deterministic. The death counts will then follow the logistic regression model (13.20), knowing that it will mostly explain what there is to explain. On the other hand, a high value of $\hat{\rho}$ indicates that the logistic regression model fails to explain a significant amount of variation in data, and then $\varepsilon^{s}$ should be included in the model. Various ways of modelling unexplained systematic risk are discussed in Sect. 13.7.

We can regard (13.31) as a test of over-dispersion for the number of deaths $D_{x t}$, with null and alternative hypotheses

$$
\begin{aligned}
& H_{0}: \rho=0 \Leftrightarrow \varepsilon^{s}=\mathbf{0}, \\
& H_{1}: \rho>0 \Leftrightarrow \varepsilon^{s} \neq \mathbf{0},
\end{aligned}
$$

respectively. Under the alternative hypothesis, the unconditional distribution of $D_{x t}$ will be a mixed binomial, with a mixture distribution caused by the unexplained systematic risk. This gives an over-dispersion

$$
\begin{aligned}
\operatorname{Var}\left(D_{x t}\right) & =\operatorname{Var}\left(E\left(D_{x t} \mid q_{x t}\right)\right)+E\left(\operatorname{Var}\left(D_{x t} \mid q_{x t}\right)\right) \\
& =N_{x t}^{2} \operatorname{Var}\left(q_{x t}\right)+N_{x t} E\left(q_{x t}\left(1-q_{x t}\right)\right) \\
& =N_{x t} E\left(q_{x t}\right)\left(1-E\left(q_{x t}\right)\right)+\left(N_{x t}^{2}-N_{x t}\right) \operatorname{Var}\left(q_{x t}\right) \\
& \stackrel{H_{1}}{>} N_{x t} E\left(q_{x t}\right)\left(1-E\left(q_{x t}\right)\right)
\end{aligned}
$$

of untransformed data for all $(x, t) \in \Omega$. For large populations, the transformations (13.2) and (13.3) are approximately linear functions of $\left\{D_{x t} ; x_{l} \leq x \leq x_{u}, t_{1} \leq\right.$ $\left.t \leq t_{T}\right\}$. Therefore, transformed data will be over-dispersed $\left(\operatorname{Var}\left(\bar{Y}_{x t}\right)>v_{x t}^{b}\right.$ for all $(x, t) \in \Omega)$, precisely under the alternative hypothesis, as shown in (13.10).

The threshold $\rho_{\text {crit }}$ in (13.31) can either be defined as a fixed value, for instance in the range $0.1-0.3$, depending on how much a simpler model, without unexplained systematic variation, is preferred. It can also be derived as a quantile of the null distribution of $\hat{\rho}$, which can either be approximated by parametric bootstrap, when new data is generated from the null model (13.20), but with $\theta$ replaced by an estimate $\hat{\theta}$, or from an asymptotic approximation of the null distribution of $\hat{\rho}$. It is motivated in the appendix that

$$
\begin{equation*}
\hat{\rho} \sim \sqrt{\frac{C}{n}} U_{+} \text {under } H_{0} \tag{13.32}
\end{equation*}
$$

when the number of elements $n$ of $\Omega$ is large, where $U \sim N(0,1)$ and $C$ is a constant that depends on the weighting scheme and the type of transformation used. For LM transformed data, all $Y_{x t}$ are independent under the null hypothesis, and therefore

$$
C=\frac{2 n \sum_{(x, t)}\left(w_{x t} v_{x t}^{b}\right)^{2}}{\left(\sum_{(x, t)} w_{x t} v_{x t}^{b}\right)^{2}}
$$

with a minimum value of $C=2$ for inverse variance weighting (13.28). For LMI transformed data, $C$ will be slightly smaller, as motivated in the appendix.

We see from (13.32) that the null distribution of $\hat{\rho}$ is approximately a 0.5:0.5 mixture of a point mass at zero and a continuous one-dimensional distribution. More generally, statistics for testing parameters at the boundary of a parameter space often have null distributions that are mixtures of distributions of different dimensions [33, 34].

### 13.6 Data Analysis

In this section, we proceed with a data analysis in order to investigate whether the simple model (13.13) could be used for Swedish, UK and US data sets.


Fig. 13.3 Estimated age-specific variance components $\hat{\sigma}_{b x}^{2}$ and $\hat{\sigma}_{\text {unexp }, x}^{2}$, for the Swedish female, UK female and US datasets as a function of age $x$. We use uniform weights (13.27) and for the $\hat{v}_{b, x}$ estimate in (13.25), we put $\bar{q}_{x t}=\hat{q}_{x t}$. In all four subplots, the more smoothed curves represent the estimated binomial variances

### 13.6.1 Variance Decomposition

We start by fitting a multiple linear regression model (13.23) to LMI data, with single age class indicators as defined in (13.15). We then compute estimated variance components $\hat{\sigma}_{b x}^{2}$ and $\hat{\sigma}_{\text {unexp }, x}^{2}$ given in (13.29), when $\Omega$ consists of one single age, class, i.e. $x_{l}=x_{u}=x$, using uniform weights (13.27), see Fig. 13.3.

Some general features can be seen. Since the binomial variance $\hat{\sigma}_{b x}^{2} \propto q_{x}^{-1}$ for younger ages, it has a maximum around the age of ten, then it declines, but starts to grow again at age 90 due to the rapidly declining population size. For US data, the unexplained variance is above the binomial variance for almost all ages, and for all over 25 . For the Swedish data set the two variances are very close to each other.

Table 13.2 Estimated correlation coefficient $\hat{\rho}$ for different age bands and populations based on LM and LMI data

| Transformation | Age Quantity | 0-100 |  | 1-45 |  | 46-60 |  | 61-90 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\hat{\rho}$ | $\rho_{\text {crit }}$ | $\hat{\rho}$ | $\rho_{\text {crit }}$ | $\hat{\rho}$ | $\rho_{\text {crit }}$ | $\hat{\rho}$ | $\rho_{\text {crit }}$ |
| LM | SWE f | 0.15 | 0.0488 | 0.10 | 0.0730 | 0.14 | 0.1265 | 0.29 | 0.0895 |
|  | UK f | 0.80 | 0.0504 | 0.02 | 0.0754 | 0.50 | 0.1307 | 0.92 | 0.0924 |
|  | US f | 0.90 | 0.0521 | 0.72 | 0.0781 | 0.84 | 0.1353 | 0.94 | 0.0956 |
| LMI | SWE f | 0.12 | 0.0495 | 0 | 0.0742 | 0.10 | 0.1285 | 0.34 | 0.0909 |
|  | UK f | 0.68 | 0.0512 | 0 | 0.0767 | 0.37 | 0.1329 | 0.86 | 0.0940 |
|  | US f | 0.72 | 0.0531 | 0.36 | 0.0795 | 0.68 | 0.1377 | 0.83 | 0.0974 |

British data is in between, $\hat{\sigma}_{b x}^{2}$ and $\hat{\sigma}_{\text {unexp }, x}^{2}$ are very close up to age 45-50, then the unexplained variance rises above the binomial variance. Since the estimated variance components vary a great deal over ages, we use the inverse non-dispersed variance weighting (13.28) when computing $\hat{\rho}$. In order not to confound finer nuances at higher ages with larger variances from lower ages, we calculate $\hat{\rho}$ for several age bands, as it is apparent that the ratio $\hat{\sigma}_{b x}^{2} / \hat{\sigma}_{\text {unexp }, x}^{2}$ changes with age.

For Swedish data, $\hat{\rho}$ is significantly different from 0 , but yet so low that we can settle for a simpler regression model with systematic unexplained risk excluded. The same holds for the UK, up to an age of 45 . For the US data, the systematic unexplained variation $\hat{\sigma}_{s}^{2}$ is the main source of unexplained variation. Hence one should try a model with systematic unexplained risk included.

Table 13.2 presents the estimated correlation coefficient $\hat{\rho}$ for different age bands and populations based on LM and LMI data, no age-wise smoothing (13.15) and inverse non-dispersed variance weighting (13.28). Also displayed is the approximation (13.32) of the 0.975 quantile $\rho_{\text {crit }}=1.96 \sqrt{2 / n}$ of the null distribution, using $C=2$ for the asymptotic variance, which is exact for LM and a conservative upper bound for LMI. The number of age-year cells $n$ equals $\left(x_{u}-x_{l}+1\right) T$ and $\left(x_{u}-x_{l}+1\right)(T-1)$ respectively for LM and LMI data, with $T=32,30$ and 28 for the female SWE, UK and US populations.

### 13.6.2 Residual Plots

Even with the above finding, it is instructive to study the residual plots for the simple regression model (13.23) based on LMI transformed data, with systematic unexplained risk disregarded. In Fig. 13.4 we have plotted the residuals

$$
\hat{\varepsilon}_{x t}=Y_{x t}-\hat{m}_{x t}
$$

from an ordinary least squares fit (13.12).
When one observes clear patterns in a residual plot it is a sign that there are systematic effects, not captured by the model. One can then ask if one should modify or extend the model in order to explain them by the covariates, or if such an extension


Fig. 13.4 Residuals of a least squares fit (13.12) to one year increments (13.3) of estimated logit mortality rates for Swedish male, UK female and US data
adds more complexity than is motivated by these effects. The patterns can in some cases provide additional insight into the underlying processes.

### 13.6.2.1 Calendar Year Effects

Calendar year effects can be seen as vertical lines in the residual plots. They can be spotted mostly in higher ages, above 60, and a probable cause are phenomena such as a seasonal influenza, heat waves and cold spells that are known to vary in severity from year to year. There is a notable exception from the old age only effects. An increase in mortality for US males in their 30s appears during 1985-89, when the AIDS epidemic started and a steep drop is observed in 1996-97, the same years as the HIV inhibitor medicines reached the markets. This effect is also evident in the
inter age correlation graph, see Fig. 13.2, where a high degree of correlation is seen among US males in this ageband.

The calendar year effects, while recurring, seem to be random in nature. They could be incorporated in a random effect model but not in an ordinary regression model with error terms that are independent between ages and calendar years.

### 13.6.2.2 Cohort Effects

There are some evident cohort effects in the residual plots. One, emanating from the generation around 1920, is more or less evident for all studied populations. Another stems from the 1946-47 generations, although this is not visible for Swedish data.

What these periods have in common is that they are post war years with a baby boom. Birth rates in the UK went up almost $40 \%$ in 1920 and $22 \%$ in 1946, whereas in Sweden they went up by $20 \%$ in 1920, but no particular increase occurred in 1946, since births started to increase already in 1942 and did so in a steadier fashion.

A sudden increase (or drop) in birth rate skews the distribution of births over the year, and this might lead to a systematic error in estimating $N_{x t}$ around that cohort ([36], p. 11). So these single year cohort effects might be due to statistical errors rather than real effects.

### 13.6.3 Estimated and Predicted Mortality Rates

For Swedish data we disregard systematic unexplained risk and perform the regression analysis (13.20) with an age-specific parametrisation based on (13.15). The results are very similar to the least squares estimates (13.12) (not shown here) obtained from LM transformed data.

In Fig. 13.5 we plot both estimated and empirical logit mortalities for 2011 as well as the estimated trend, for Swedish females.

The mortality improvement varies in a wavelike pattern over ages. It is fastest for infants with almost -0.04 per year, from age 85 the improvements decrease in a linear manner to age 100 were very small improvements are observed.

Extrapolation of the trend gives a prediction of future mortality. However, more plausible results may be obtained by first smoothing the trend using for example the polynomial parametrisation based on (13.14).


Fig. 13.5 Left Estimates of logit morality rates (logit $\hat{q}_{x t}$ ) for Swedish females of different ages $x$ in calendar year $t=2011$, together with a logistic regression analysis (13.20) with fitted logit mortality rates $\left(\operatorname{logit} \tilde{q}_{x t}\right)$ from (13.22). Right Corresponding estimates $\tilde{\beta}_{x}$ of the one year increments of the logit mortality rates. An age-specific parametrisation is used, based on (13.15)

How long into the future should the present trend be extrapolated?
Looking further back in mortality data it is clear that there have been shifts in the speed of improvements over different age spans and time periods.

We can think of different scenarios that will change the present trend, but predicting if and when is not possible within the framework of the model.

### 13.7 Discussion

In this paper we have focused on the stochastics of mortality rates, starting with an explorative data analysis. Using data from Sweden, the UK and the USA, we found clear signs of randomness in the logit mortalities for Swedish data, after a linear trend had been removed, whereas for US data, there was more underlying structure.

In order to quantify these effects and separate random noise from over-dispersion in terms of systematic unexplained variation, we fitted a parametric regression function, where logit mortalities have a deterministic linear period effect, with a separate intercept and slope parameter for each age class. Then we performed a variance decomposition of the residual variance, which enabled us to quantify the amount of unexplained variation in terms of systematic and diversifiable (binomial) risk. Based on formulas for estimates of these two variance components we were able to calculate an estimate of the fraction $\rho$ of the unexplained variance that originates from systematic unexplained variation.

We found that the estimates of $\rho$ were low for Swedish data, around 0.15 , depending on the age span. The somewhat surprising conclusion is that a naive regression model captures the essentials, leaving very little further variance to a more elaborate model to explain. However, for US data $\rho$ was estimated to values around 0.9 ,
indicating a lot of over-dispersion or systematics effects not captured by the naive regression model. Looking at residual plots we see the existence of calendar year effects, indicating that this is something that should be included in a model with a better fit. UK data falls somewhere in between. For ages $1-45$, the simple model without systematic unexplained variation explains almost everything in regards of variance, but for higher ages there is substantial unexplained variation.

Population size is the key here, even with almost 10 million inhabitants in Sweden, almost all underlying changes in the estimated mortality rates $\hat{q}_{x t}$, except for the deterministic trend, is drowned by random binomial noise. This would certainly be the case even for smaller populations. For the practitioner working with mortality in a life or pension company the message is clear, keep your models simple!

If the estimated fraction of unexplained systematic variance $\rho$ is small, we suggested to predict mortality rates from a logistic regression fit of raw data. On the other hand, if the estimated $\rho$ large, this signifies a non-negligible amount of unexplained systematic variation. Then there are several possible ways to proceed. Firstly, a logistic regression analysis could be employed, but with an enlarged parametric model. Secondly, a low-dimensional parametric model could be retained, but with overdispersion explicitly modelled, using for instance negative binomial distributions [30] or generalised linear models with over-dispersed Poisson data [18, 32] for which parameters can be estimated by extended quasi-likelihood methods, or some generalised linear mixed model. In [20], we propose modelling the unexplained systematic variation as a time series that includes a random white noise component, a random walk component, and a third seasonal effects component that incorporates correlation between age classes. Thirdly, nonparametric smoothing methods can be employed, such as two-dimensional penalised splines [16], Generalised Additive Models [22] or Kalman filter techniques for time series [21].

We have argued that a simple logistic regression model often works well for fitting mortality data in a small country. However, when prediction of future mortalities is of concern, it is often more flexible to have a random component of systematic variation. This facilitates calculation of more realistic predictive distributions and simulation of various scenarios of future mortalities. See $[9,12,14,21]$ and references therein for more details on mortality prediction.
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## Appendix

Motivation of (13.32). We first rewrite and approximate (13.30) as

$$
\begin{align*}
\hat{\rho} & =\left(\frac{\sum_{(x, t)} \hat{w}_{x t}\left(\left(Y_{x t}-\hat{m}_{x t}\right)^{2}-\hat{v}_{x t}^{b}\right)}{\sum_{(x, t)} \hat{w}_{x t}\left(Y_{x t}-\hat{m}_{x t}\right)^{2}}\right)_{+} \\
& \stackrel{H_{0}}{\approx}\left(\frac{\sum_{(x, t)} w_{x t}\left(\left(Y_{x t}-m_{x t}\right)^{2}-v_{x t}^{b}\right)}{\sum_{(x, t)} w_{x t}\left(Y_{x t}-m_{x t}\right)^{2}}\right)_{+}  \tag{13.33}\\
& \approx\left(\frac{\sum_{(x, t)} w_{x t} v_{x t}^{b}\left(U_{x t}^{2}-1\right)}{\sum_{(x, t)} w_{x t} v_{x t}^{b} U_{x t}^{2}}\right)_{+},
\end{align*}
$$

where $U_{x t}$ are standard normal variables that approximate the null hypothesis Pearson residuals $\left(Y_{x t}-\hat{m}_{x t}\right) / \sqrt{\hat{v}_{x t}^{b}}$.

In order to motivate the approximations in (13.33), we first notice that the last step follows from a Multivariate Central Limit Theorem

$$
\left(\left(Y_{x t}-m_{x t}\right) / \sqrt{v_{x t}^{b}} ;(x, t) \in \Omega\right) \xrightarrow{\mathscr{L}} \mathbf{U}=\left(U_{x t} ;(x, t) \in \Omega\right),
$$

under $H_{0}$ as the population size tends to infinity, and $\mathbf{U} \sim N(\mathbf{0}, \Sigma)$ has a multivariate normal distribution, with a covariance matrix $\Sigma=\left(\Sigma_{x t, x^{\prime} t^{\prime}}\right)$ that equals the covariance matrix of $\left(\varepsilon_{x t}^{b} / \sqrt{v_{x t}^{b}} ;(x, t) \in \Omega\right)$.

For LM transformed data, it follows from (13.16) that all $\varepsilon_{x t}^{b}$ are independent, and by definition in (13.10), $v_{x t}^{b}=\operatorname{Var}\left(\varepsilon_{x t}^{b}\right)$. Therefore $\Sigma$ equals the identity matrix of order $n$. For LMI transformed data, it follows analogously from (13.23) that $\varepsilon_{x t}^{b}$ are no longer independent. Therefore the elements of $\Sigma$ are slightly more complicated; $\Sigma_{x t, x t}=1, \Sigma_{x t, x^{\prime} t}=0$ if $x \neq x^{\prime}, \Sigma_{x t, x^{\prime} t^{\prime}}=0$ if $\left|t-t^{\prime}\right| \geq 2$ and

$$
\Sigma_{x t, x, t+1}=-\frac{1}{N_{x}\left(q_{x t}\left(1-q_{x t}\right)\right) \sqrt{v_{x t}^{b} v_{x, t+1}^{b}}}
$$

where

$$
v_{x t}^{b}=\frac{1}{N_{x, t-1} q_{x, t-1}\left(1-q_{x, t-1}\right)}+\frac{1}{N_{x t} q_{x t}\left(1-q_{x t}\right)}
$$

is the expression for the binomial variance (13.24) when there is no overdispersion.
For the second step of (13.33) we assume for simplicity that weights are uniform, introduce

$$
\bar{v}^{b}=\max _{(x, t) \in \Omega} v_{x t}^{b},
$$

and notice that under the null hypothesis the numerator and denominator of the second line of (13.33) satisfy

$$
\begin{align*}
\sum_{x, t}\left(\left(Y_{x t}-m_{x t}\right)^{2}-v_{x t}^{b}\right) & =O_{p}\left(n^{1 / 2} \bar{v}^{b}\right) \\
\sum_{x, t}\left(Y_{x t}-m_{x t}\right)^{2} & =O_{p}\left(n \bar{v}^{b}\right) \tag{13.34}
\end{align*}
$$

where $X_{n}=O_{p}\left(A_{n}\right)$ is a sequence of random variables such that $X_{n} / A_{n}$ is bounded in probability as $n$ grows.

Under mild regularity conditions, the least squares estimator $\hat{\theta}$ is consistent as $n$ grows, at a rate $|\hat{\theta}-\theta|=O_{p}\left(n^{-1 / 2}\left(\bar{v}^{b}\right)^{1 / 2}\right)$, both in (13.16) and (13.23), see for instance [23] for asymptotics of linear regression estimators. It can be seen that this leads to approximation errors between the numerators and denominators of the first and second lines of (13.33) that equal

$$
\begin{align*}
\sum_{x, t}\left(\left(Y_{x t}-\hat{m}_{x t}\right)^{2}-\left(Y_{x t}-m_{x t}\right)^{2}\right) & =O_{p}\left(n|\hat{\theta}-\theta|^{2}\right)=O_{p}\left(\bar{v}^{b}\right), \\
\sum_{x, t}\left(\hat{v}_{x t}^{b}-v_{x t}^{b}\right) & =O_{p}\left(n^{1 / 2}\left(\bar{v}^{b}\right)^{3 / 2}\right) \tag{13.35}
\end{align*}
$$

using Taylor expansions of $m_{x t}=m_{x t}(\theta)$ with respect to $\theta=\theta^{\mathrm{LM}}$ or $\theta=\theta^{\mathrm{LMI}}$ in the upper equation, and another Taylor expansion of $v_{x t}^{b}=v_{x t}^{b}\left(\theta^{\mathrm{LM}}\right)$ with respect to $\theta^{\mathrm{LM}}$ in the lower equation. Under the null hypothesis we have for LM transformed data that (13.17) and (13.20) simplify so that

$$
v_{x t}^{b}=\frac{1}{N_{x t} q_{x t}\left(1-q_{x t}\right)}=\frac{\left(1+e^{m_{x t}\left(\theta^{\mathrm{LM}}\right)}\right)^{2}}{N_{x t} e^{m_{x t}\left(\theta^{\mathrm{LM}}\right)}}
$$

and analogously (13.24) can be simplified for LMI transformed data. In either case we find that

$$
M=\max _{(x, t) \in \Omega}\left|\frac{\partial v_{x t}^{b}}{\partial \theta^{\mathrm{LM}}}\right|=O\left(\bar{v}^{b}\right)
$$

which was used on the right-hand side of the second equation of (13.35), since the left-hand side can be bounded above by $O_{p}(M n|\hat{\theta}-\theta|)$.

We conclude that the approximation errors in (13.35) are of smaller order than the relevant main terms in (13.34), and this justifies the second step of (13.33).

In order to motivate (13.32), we use the Central Limit Theorem for the numerator and Law of Large Numbers for the denominator of the ratio within the $(\cdot)_{+}$sign on the third line of (13.33). From this we deduce that the ratio has an asymptotic $N(0,2 C / n)$ distribution, with

$$
C=\frac{n \sum_{(x, t),\left(x^{\prime}, t^{\prime}\right)} w_{x t} v_{x t}^{b} \cdot w_{x^{\prime} t^{\prime} v^{\prime}}^{b} v_{x^{\prime} t^{\prime}}^{b} \cdot \operatorname{Cov}\left(U_{x t}^{2}, U_{x^{\prime} t^{\prime}}^{2}\right)}{\left(\sum_{(x, t)} w_{x t} v_{x t}^{b}\right)^{2}}
$$

which for LM transformed data reduces to (13.32), since $\Sigma$ is then the identity matrix of order $n$ and $\operatorname{Var}\left(U_{x t}^{2}\right)=2$ for all $(x, t) \in \Omega$. For LMI transformed data, the negative correlations between $U_{x, t}^{2}$ and $U_{x, t+1}^{2}$ make $C$ slightly smaller, and in particular $C<2$ for inverse variance weighting.
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